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We introduce universal, easy-to-reproduce generative models for the QUBO instances to differentiate the performance of the hardware/solvers effectively. Our benchmark process extends the well-known Hebb's rule of associative memory with the asymmetric pattern weights. We provide a comprehensive overview of calculations conducted across various scales and using different classes of dynamical equations. Our aim is to analyze their results, including factors such as the probability of encountering the ground state, planted state, spurious state, or states falling outside the predetermined energy range. Moreover, the generated problems show additional properties, such as the easy-hard-easy complexity transition and complicated cluster structures of planted solutions. Our method establishes a prospective platform to potentially address other questions related to the fundamental principles behind device physics and algorithms for novel computing machines.
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## I. INTRODUCTION

Combinatorial optimization (CO) has always been an important subfield of applied mathematics due to its close connection with many practical problems. The quadratic unconstrained binary optimization (QUBO) is a specific type of CO problem with a large accumulated number of methods for solving it, such as simulated annealing, genetic algorithms or various heuristics, see [1] and [2] for an overview of the various problem types and solution techniques. QUBO has attracted a lot of attention due to its simplicity, its applicability to a broad range of NP-hard CO problems together with machine learning (ML) applications [3, 4] and most importantly, QUBO correspondence to Ising Hamiltonians [5]. This equivalence is twofold, leading to the conversion of the applied problems into combinatorial optimization and the ability of various physical platforms to solve the QUBO problems without additional sophisticated tuning of the system. That is why QUBO also appeared among the first tasks to be attacked by the practical realizations of unconventional hardware.

The latest progress in developing various unconventional computing platforms allows one to obtain efficient ways to address optimization problems by leveraging the classical physical mechanisms, significantly lowering computational resource requirements [6-9], which resulted in the optical and other physics-based hardware emergence. We will focus only on the systems that admit quasi-classical description, although the quantum effects can foster their functionality. Among these platforms are the exciton-polariton condensates [10, 11, coupled laser systems [12] 14], the coherent Ising machine (CIM) consisting of optical parametric oscillators (OPOs) 15-18 and many others [9, 19. These platforms operate using different physical mechanisms and have their own strengths and weaknesses. However, their classical description can admit similar mathematical descriptions with the corresponding algorithmic realizations [11, 20-22].

The abundance of various platforms naturally leads us to the problem of developing benchmarks. One can find it hard to compare the performance of many existing devices and algorithms due to a lack of uniformity among them. The heuristic nature of the results, the increasing number of specific algorithms and corresponding modifications, the task-specific benchmarks and problem instances that can be potentially exploited for the biased results' presentation are all contributing to the difficulty of the cross-comparison. This work's primary motivation is to develop an effective benchmarking process for the special-purpose hardware and algorithms to evaluate and differentiate their performance effectively. Introducing the universal generating models should reduce the overwhelming variety of instance parameters. In addition, it is possible to address many other model-specific questions, such as a precise characterisation of the individual physical trajectories and their deviation from particular practical realizations in the hardware or addressing the role of specific quantum effects.

The initial testing of the CIM was performed on the specific Möbius ladder graph instances [15]. However, it appeared that the minimisation of Ising Hamiltonian on such graphs does not pose serious difficulty, and many optical optimization machines show a good performance using such instances. This problem can be made harder by introducing the rewiring procedure for the connectivity graphs to increase the complexity of the problem and the specific simplicity criteria to measure this complexity [23]. The statistical approach is another way to measure the complexity of the computational problems [24, 25]. The complexity can be elucidated in the vicinity of the easy-hardeasy phase transition in the SAT tasks [26] or in the generalization in neural networks (NNs) [27, 28]. This statistical approach draws the correspondence between models of phase transitions in physics and complexity phase transitions in computational problems. Wishart planted ensemble [29] and 3D tiling problem [30] were proposed as the problem instances with a tunable hardness to address the benchmarking issues. The statistical approach also has many results concerning inference [25], ML-related tasks [31,33] and compressed sensing [34, 35], that later was used to reevaluate the performance of the CIM [36]. The research on different optimization problems over random structures beyond QUBO condensed in the general criteria of statistical hardness. A new approach for algorithmic intractability is called the Overlap Gap Property and is based on the topological disconnectivity property of the set of pairwise distances of near-optimal solutions [37. It emerges in many models with the prior random structures, coincides with the conventional hardness phase transition and is related to the stability of the algorithms. This property can be applied to the description of the hardware operating principles. See also the review article [38], which highlights connections between the physics of disordered systems, phase transitions in inference problems, and computational hardness.

However, many of the suggested benchmarking instances have specific drawbacks and cannot characterise the physical systems' evolution. Some of them are specifically tailored to particular hardware to highlight its strengths (e.g. Möbius ladder instances) or inherently possess statistical properties that make it hard to analyze (e.g. Wishart planted ensemble or 3D tiling), i.e. to characterize the solution space properties (e.g. the unified framework via generic tensor networks in [39). We aim to construct instances not only with controllable hardness, but also with controllable distances between clusters of low-energy solutions and the energy difference between them. Our construction uses the methodology based on the well-known associative memory model 40, 41 with additional modifications for the optimization context. It has similar advantages and also eliminates many drawbacks of the previous models. Moreover, it is possible to study the solution space properties and even go beyond, i.e. to study individual dynamical trajectories and transformations of the phase space of possible solutions.

This paper is organized as follows. Section II is devoted to the mathematical description of the QUBO problem, the parametrization of our model and dynamical equations used to solve QUBO instances. Section III contains the results concerning the small-scale problems and their complete description. Section IV extends the proposed approach to medium and large-scale problems with the corresponding numerical results and the additional observed features. Discussion and conclusions are given in Section V. Finally, Supplementary Section provides additional small-scale numerical experiments and additional information on the problem details and hardware adjustments.

## II. TOY MODEL FOR THE COMPLEX LANDSCAPE AND DYNAMICAL EQUATIONS

QUBO is a CO problem with a wide range of applications in many fields, such as finance and economics, physical sciences, and its original domain - computer science [2]. The majority of the works on QUBO are devoted to the development of the different heuristics [1] and implementation of QUBO on particular physical devices [9].

One of the common formulations of the QUBO problem has the following form:

$$
\begin{equation*}
\min _{\mathbf{x} \in\{-1,+1\}^{N}} E=-\sum_{i, j>i} J_{i j} x_{i} x_{j}, \tag{1}
\end{equation*}
$$

where one looks for a vector of binary variables with $N$ components $\vec{x}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$, which are coupled through the symmetric matrix $J_{i j}$, that can approximately minimize the given quadratic form. QUBO is one of the computational tasks that can be easily reached by analogue computing devices and is quite popular due to its simple formulation, connections to spin glass models and Ising model in particular and well-established efficient connections with many combinatorial optimization problems such as maximum cut, graph colouring or the partition problem [3. The QUBO applicability for various machine learning embeddings 4 is another factor in its popularity.

QUBO is an NP-hard problem [2 with the number of possible solutions growing as $2^{N}$. This, however, does not imply that the complexity grows at the same rate, since the majority of the instances can be rejected by simple preprocessing or trivial dynamic of heuristics. Nevertheless, the complexity of the problem in the worst cases still scales exponentially with its size $N$. To tackle QUBO, different heuristics were invented and are still an active area of research [2, 42, 43].

There are many well-known mathematical extensions of the QUBO problem, such as HOBO (Higher-Order polynomial Binary optimization) [20, 21, QUBO with the additional magnetic field term [44, or additional constraints on the space of potential solutions (that dramatically change the utility of various methods and heuristics) and complex QUBO analogues such as minimization of the XY model (easily accessible by many optical systems) [10, 14]. Although every problem can be converted into QUBO by straightforward discretization, one has to pay a significant price with the overhead produced by the number of spin variables that can reach large numbers. One more benefit of the QUBO is its ability to be identified as a component within an alternative problem context or structure, which can make the special-purpose hardware helpful in this context, for example 45.

Characterizing random energy landscapes is a longstanding topic in many fields 46 . However, we are not only interested in the correlated problem instance (in comparison with the majority of the uncorrelated ones) but also in tracking the individual behaviour of various outcomes and their precise characterization. Our model is based on Hebb's rule [51], which originally was introduced to describe the influence of neuronal activities on the connection between neurons, i.e. to characterize the synaptic plasticity. One of its popular formulations defines the coupling coefficients in Eq. (1) as:

$$
\begin{equation*}
J_{i j}=\sum_{m=1}^{K} \xi_{i}^{m} \xi_{j}^{m} \tag{2}
\end{equation*}
$$

for $K$ planted binary patterns $\xi_{i}^{m}(m=1 . . K)$. The most common use of this rule can be found in the associative memory models 41, 52].

Alternatively, Hebb's rule as a way to train a NN without the sophisticated training procedure (e.g. backpropagation) has originally appeared in a different context 40. The capacity (the amount of the possible stored patterns) of a shallow Hopfield NN with the weights defined by Eq. (2) is given by $C \cong \frac{N}{2 \log _{2} N}$ [5], which depends only on the number of variables $N$ and is a well-known result in statistical learning theory. From the dynamical point of view, adding $K+1$ patterns is like adding another point with its basin of attraction (i.e. attractor) to the energy landscape together with its mirror vector $\left(\xi_{i}^{\mu \mathrm{mir}}=-\xi_{i}^{\mu}\right)$ that appears to the multiplication symmetry of Eq. (22). It produces mixed patterns in the form $\xi_{i}^{\text {mix }}=\operatorname{sgn}\left( \pm \xi_{i}^{\mu_{1}} \pm \xi_{i}^{\mu_{2}} \pm \xi_{i}^{\mu_{3}}\right)$ in case of 3 planted patterns (and


FIG. 1. Schematic picture of the modified Hebb's rule. The picture represents the projection of the energy landscape defined by Eq. (1) with the coupling coefficients given by Eq. (4) on the twodimensional coordinate system for $s_{1}$ and $s_{2}$. Both coordinates are considered continuous through the PDE dynamics (e.g. Eq. (5) or similar equations below) until the projection into the binary states by the sign function is performed in the end. The energy gap $\delta E$ between the planted patterns $\xi_{i}$ depends on the parameters $\omega_{0}$ and $\delta w_{i}=i \delta w$, while the distance between every pair of minima is chosen to be equal ( $N / 2$ for even $N$ ) to preserve their orthogonality. The lower energy minima correspond to the darker colours.
other combinatorial variations of an odd number of patterns for $K>3$ ) 5. There are many ways of using Hebb's rule for practical purposes; e.g. for the dense associative memory [53] and in modern Hopfield networks [54].

One can modify the capacity of the Hopfield NN by applying the so-called pseudoinverse rule:

$$
\begin{equation*}
J_{i j}=\sum_{\mu \nu} \xi_{i}^{\mu}\left(Q^{-1}\right)_{\mu \nu} \xi_{j}^{\nu} \tag{3}
\end{equation*}
$$

where matrix $Q_{\mu \nu}=\frac{1}{N} \sum_{i} \xi_{i}^{\mu} \xi_{i}^{\nu}$ represents the overlaps between patterns $\nu$ and $\mu$. Equipped with such a rule, one can achieve the capacity of a NN close to $C_{Q} \cong N$. Summing all the $N$ orthogonal patterns will lead to the $J_{i j}$ being zero, known as the saturation effect. In the case of the interactions of higher-order $n$, the capacity scales as $N^{n-1}$ 53.

Models with planted solutions are an old subject in information theory and statistical physics 55 57. Addressing the planted solution problems appeared in many other domains beyond optimization, e.g. inference-related tasks [25] or image-reconstruction [58, 59]. For instance, the Wishart planted ensemble was introduced to check the performance of optimization algorithms and related statistical properties [29].

We propose the following modification to Hebb's rule:

$$
\begin{equation*}
J_{i j}=\sum_{\mu \nu}\left(w_{0}+\delta w_{\mu \nu}\right) \xi_{i}^{\mu}\left(Q^{-1}\right)_{\mu \nu} \xi_{j}^{\nu}=\sum_{m=1}^{K}\left(w_{0}+\delta w_{m}\right) \xi_{i}^{m} \xi_{j}^{m} \tag{4}
\end{equation*}
$$

where $\delta w_{m}=m \delta w$ with $\delta w<1 / K$ is the asymmetry coefficient, and the patterns have the identity overlap matrix $Q^{-1}=I$ if not mentioned otherwise (except for small-scale instances - see below). Asymmetry perturbations $\delta w$ are chosen to be small in comparison with the $w_{0}$, so they do not affect the patterns basins of attractions but remove their energy degeneracies. For many reasons, breaking the energy degeneracy with the asymmetry coefficients is essential. Among them is differentiating between the enumerated planted states (each having individual energy), tracking the quality of the final obtained solution, and figuring out the mechanism behind the process of finding the solution. Our method still uses the same property of orthogonal patterns, making patterns uniformly distributed across the phase space with equal separation (due to the identity overlap matrix). Another advantage of the orthogonal pattern set is its uniqueness, the possibility of the analytical treatment in the linear regime and explicit information about the ground state energy and energies of the mixed states, which makes it possible to solve the inverse task of reconstructing the initial conditions knowing the final energies.

The simplest continuous dynamical equation for solving QUBO is known as the Hopfield NN equation 41, 60] and has the following form (class I):

$$
\begin{equation*}
\frac{d x_{i}}{d t}=-\alpha x_{i}+\sum_{j} J_{i j} \varphi\left(x_{j}\right) \tag{5}
\end{equation*}
$$

with $\alpha$ being the projection strength (also called spherical constraint in the spin-glass community 61 63]), $J_{i j}$ are


FIG. 2. Success rate (SR) in achieving the ground state for the low-scale matrix models for $\beta=1$ over various $\alpha$ values. For all instances we have $\mathrm{SR}=1$ except for the matrix (c) when evolved with Eq. (5). The range of $\alpha$ with $\mathrm{SR}=1$ depends on the patterns' overlap. The shaded zones represent possible errors in evaluating the SR due to finite sampling of initial conditions. (a), (b), etc. correspond to the coupling matrices discussed in the main text.
the coupling coefficients of the QUBO problem and $\varphi\left(x_{j}\right)$ is the nonlinear function with the saturation limits and linear behaviour closer to zero values (we use the conventional choice of $\varphi\left(x_{j}\right)=\tanh \left(x_{j}\right)$ ) and the additional projection into binary values by the end of the simulation. Alternatively, such an equation can be viewed as a combination of the gradient-descent dynamics with the additional projection term specifically for the discrete problems [5, 60, the simplest shallow recurrent NN form 41] or the linearized version of some other dynamical systems [64.

Thus, the description of the dynamical equation given by Eq. (5) on the energy surface given by Eq. (4) is straightforward: one starts with the random (with no prior information) coordinates, which corresponds to either the basin of the planted pattern or spurious state, and then follows the gradient descent until reaching the steady state and consequent projection into corners of the hypercube. The steady state is achieved by compromising between the gradient-descent and slow projection terms (or any other terms, depending on the details of the dynamical equation). Our method distinguishes itself by individually treating the planted minima by separating their (and corresponding mixed states) energies and an additional detailed evaluation of the different dynamical equations' performance on the produced instances. The schematic picture of this idea and the corresponding energy landscape is shown in Fig. 1 .

We present the calculations on different scales and with the different classes of dynamical equations according to our classification, ranging from the simple Hopfield NN to the complicated dynamics with higher derivatives and annealing schedules, part of which are presented in the Supplementary Material section. However, much emphasis will be put on the simplest Eq. (5). Additional information about the classification of dynamical equations and their transformations with the corresponding references are presented in [9, 65].

## III. SMALL SCALE CLASSIFICATION

Before describing the construction of the problem instances, it is crucial to make a few comments about the symmetries in our system, which take only quadratic interactions (so-called zero-field Ising Hamiltonian). According to Hebb's rule, planting a pattern $\xi_{i}$ will produce its mirror "twin" $-\xi_{i}$ in the phase space, which reflects the mirror symmetry. Thus, changing a sign of all components of some of the planted pattern will not affect the energy landscape. Moreover, the system has a gauge symmetry, which allows one to reverse particular spins in planted patterns without affecting the complexity of the energy landscape. Nevertheless, such transformations will manifest themselves in the $J_{i j}$ coefficients.

Figure 2 compiles nontrivial SR profiles across all $N=8$ and $K=3$ matrix instances, and captures diverse dynamic behavior of Eq. (5) for finding minimal energy solutions on these matrices. Below, we emphasize the essential role of matrix choice, explore inter-matrix differences, delve into parametrization details, and outline our complexity framework.

We introduce a few small-scale matrices with the corresponding classification on which the presented dynamical systems were tested and showed various behaviours. For such size, the essential parameters are the number of planted patterns $K$ ( $K=3$ in the majority of the cases, so that it is easy to observe the planted patterns and their spurious states without additional effects), Hamming distances between the discrete patterns (or their overlaps), and the value of the asymmetry coefficient $\delta w$, which should be small enough not to affect the patterns basins of attraction. In case of large pattern overlaps, the patterns tend to merge into one global minimum, and the same effect can be achieved by increasing the asymmetry coefficient. Thus, it is reasonable to classify instances by the triplet of the mutual distances between the planted patterns $\left(d_{12}, d_{23}, d_{13}\right)$, which produce several possible combinations, the number of which is constrained by the triangle inequality and possible distances $d_{i j}<5$. The list of nontrivial configurations is following: a) $(1,3,4)$ with $\left.d w_{a}=0.1, \mathrm{~b}\right)(4,3,3)$ with $\left.d w_{b}=0.1, \mathrm{~b}^{*}\right)(2,4,2)$ with $\left.d w_{b^{*}}=0.3, \mathrm{c}\right)(3,3,4)$ with
$\left.d w_{c}=0.1, \mathrm{~d}\right)(4,4,2)$ with $\left.d w_{d}=0.1, \mathrm{e}\right)(4,1,3)$ with $d w_{e}=-0.13$ (with the last pattern having the biggest weight) and specific exceptional example with four patterns f) $(4,4,4,4)$ with four equidistant vectors and $d w_{f}=0.1$ (to test the complexity beyond the given classification). Other combinations possess trivial properties, e.g. ( $1,2,1$ ) distances are too small, which results in the patterns merging into one global minimum. From the geometrical perspectives, the set of patterns distances uniquely defines the basins of attraction for planted patterns and their mixed combinations and hence the energy landscape, which is also proven by Fig. 2. Such instances are good for testing both algorithms and hardware properties.

In case of the limited capabilities or constraints imposed by the analogue nature of the hardware, the produced matrices can be coarse-grained into another set by the following transformation $\widetilde{J_{i j}}=\left\lfloor J_{i j} / \Delta J\right\rfloor$ (depending on the reasonable choice of the discretization parameter $\Delta J$ ) and preserve the same geometrical properties of the energy landscape and thus complexity (which was verified with the corresponding numerical simulations). One can tune the set by changing the $\Delta J$ parameter, which depends on the analogue hardware properties and its working precision [19].

The numerical evolution of Eq. (5) on the given instances gives different results. For small-scale instances, we define the complexity through Success rate (SR) which is the ratio of the runs that reached the ground state to all runs by a particular algorithm for a given instance. The absence of the region with $\mathrm{SR}=1$ is treated as a hard instance, which is the case of the (c) matrix. Easier matrices have all a larger region with $\mathrm{SR}=1$ or larger SR over all parameters. In the case of (c) instance, we want to effectively "hide" the ground state by placing other patterns closer to each other to merge into another minimum, which still does not exceed the ground state energy. Thus, the system's dynamic behaviour will follow the eigenvector of the coupling matrix with the highest eigenvalue, which results from the second and third pattern interaction and does not coincide with the ground state pattern. This means the impossibility of reaching the lowest energy from any point of the phase space, except from the initial conditions very close to it. Using Eq. (4) for defining the energy landscape, we can guarantee that the ground state corresponds to the pattern with the highest asymmetry coefficient, which is the principle eigenvalue of the $J$. Thus, increasing the projection strength $\alpha$ fixes the threshold below which the corresponding projections will converge to zero. Increasing $\alpha$ further turns the dynamical equations into a trivial fast projection of the initial state, which does not correlate with the ground state. The detailed SR diagrams for all instances (except (e), which is close to the (b) matrix) and statistics for other dynamical equations can be found in the Supplementary Material.

Another noteworthy aspect involves the emergence of complexity transitions within a singular model, that are shown in Fig. 3. Our approach entails the exploration of diverse parameterizations for the model, as defined by the equation Eq. (4). This parameterization has the following form:

$$
\begin{equation*}
J_{i j}=\sum_{m=1}^{K}\left(w_{0}+\delta w_{m}\right)\left(\xi_{i}^{m}+\delta \xi_{i}^{m}\right)\left(\xi_{j}^{m}+\delta \xi_{j}^{m}\right) \tag{6}
\end{equation*}
$$

We start with the type (c) matrix since it has a complex profile without reaching $100 \% \mathrm{SR}$.
The left part of Fig. 3 shows the transition between the states, where we continuously changed the second coordinate of the first pattern in (c) matrix (or any other coordinate which shares a sign across planted patterns) from its original value $\xi_{1}^{2}=1$ to the opposite -1 (which corresponds to the $\delta \xi_{1}^{2}$ going from 0 to -2 ), while keeping other spins constant. Such a procedure effectively changes the distances between patterns, which affects $J_{i j}$ coefficients and hence the complexity of the current instance. As seen in the left part of Fig. 3, the first transition happens with the appearance of the yellow region, which makes the generated instance easy ( $\delta \xi_{1}^{2} \sim 0.7$ ), while the second is marked by the disappearance of the region with the $0 \% \mathrm{SR}\left(\delta \xi_{1}^{2} \sim 0.2\right)$. In our context, we call the instance "easy" if its SR diagram possesses region with $\mathrm{SR}=1$. The middle part of Fig. 3 shows the same (c) matrix SR diagram but with different asymmetry coefficients. Increasing $\delta w$ from its original value $\delta w=0.1$ leads to the dominance of the pattern with the largest weight. Decreasing it also leads to complexity reduction with sharp boundaries.

The right part of Fig. 3 shows the diagram for the specific modification of the equidistant planted patterns with $\xi_{1}^{4}=\xi_{2}^{4}=1+0.2 p$ and $\xi_{3}^{4}=-1+0.1 p$ (index 4 stands for the spin that has a common sign for first two patterns), which becomes hard through the described transition. Even with such a small shift, it is possible to obtain a complexity phase transition, imposed by current parametrization. However, the boundaries are rather smooth, in contrast to the previously described cases. All SR diagrams can be explained through the scope of individual trajectories of Eq. (5) on the landscape defined by Eq. (6). In summary, we introduced various instances of coupling matrices $J_{i j}$ for the QUBO problem of size $N=8$ and systemized them based on the mutual distances. We then demonstrated various ways to modify these instances affecting their complexity. These methods can be used for larger matrices.


FIG. 3. Various complexity transition diagrams for the SR according to Eq. 6] parametrization. Left: Countor plot of SR dependence on the spin value (coinciding with the value of other patterns) for the pattern with the lowest weight. Middle: SR dependence on the asymmetry coefficient in the modified Hebb's rule versus the projection strength. Right: SR dependence on the pattern parametrization through the parameter $p$; see the main text for details of the parametrization.

## IV. NUMERICAL RESULTS FOR LARGE N

The transition to the larger $N$ allows one to plant more patterns, which leads to more sophisticated scenarios and effects. However, one has to modify the criteria for the hardness of a matrix because of the increasing difficulty of finding the true ground state across all the possible solutions dominated by spurious patterns. Thus, we shift our attention to other characteristics, like the functional form of the final solutions distribution, its dependency on the number of planted patterns, and the distribution of found energies relative to the planted ones.

Dimension $N=64$ produces quite a reasonable space for planting many patterns. We perform extensive numerical simulations of Eq. (5) over the instances defined by the coupling matrices of Eq. (4) for each $K=1 . . N$ with $\alpha=\lambda_{\max } / 2$ (where $\lambda_{\max }$ is the principal eigenvalue of the $J_{i j}$ coupling matrix) until the steady state is found. For initial conditions, we use vectors with independent random coordinates uniformly distributed in the interval $x_{i} \in[-a, a]$, with small enough $a=0.5$. Although it is costly to characterise the entire phase space, we perform an appropriate sampling, enough to characterize the energy landscape. After reaching the steady state, we calculate the energy according to Eq. (1), normalise it using the maximal $\widetilde{E_{\max }}$ and minimal $\widetilde{E_{\min }}$ found energy values and plot in the Fig. 4 .

To highlight the shape of the empirical energy distribution, Fig. 4 shows the smoothed histograms centred between the maximal $\widetilde{E_{\max }}$ and minimal $\widetilde{E_{\min }}$ empirically found energy values, demonstrating a variety of scenarios. There are few notable regimes, depending on the number of the planted patterns $K$. For small $K \lesssim 10$, there are separated planted patterns with their mirror copies and spurious states. For moderate $K: N / 2 \gtrsim K \gtrsim 10$, the number of found spurious states becomes bigger, resulting in the cluster's appearance and multimodal distributions, sometimes mixed with the sparse histograms of the same spurious states. For large $K$ the dominance of the spurious states becomes evident, resulting in the distributions being close to normal until reaching the saturated regime $K \gtrsim 58$, where the distributions become trivial again. Such trivialization can be explained. Taking equal weights as in the original Hebb's rule and placing the $K=N$ orthogonalized patterns will produce the matrix with zero off-diagonal elements [5]. Thus, taking $K=N$ in Eq. (4) effectively renormalizes the weights into $\delta w_{m}$, because terms with the $\omega_{0}$ cancel each other, leaving weights with linear dependency on $m$, which has an exponential impact on the dynamics of convergence to a particular pattern. The complexity of finding the lowest or sub-optimal energy state depends on the complexity parameters: $K$, which regulates the number of local minima, patterns distances between each other (with the orthogonal conditions being the most complex) and asymmetry coefficients $\delta w_{m}$ (which we do not focus on).

Figure 5 presents the measure of the found solutions' energies with respect to the planted energies or spectrum. The probability of finding patterns with low enough energies is comparatively low in the primary region $10<K<55$, where most obtained energies are localized below the energies mean (red colour). Another significant measure consists of patterns above the mean but below three-quarters of the planted energies range. There are found solutions that lie outside of the given range for some $K$. For other values of $K<10$ or $K>55$, the dynamics are trivial, and the solutions are closer to the ground state. A more detailed picture can be found in the Supplementary Material.

Finally, we perform similar numerical simulations for $N=1024$ over the instances defined by Eq. (4) for each $K=1 . . N$ with the projection strength equals half of the maximal eigenvalue of the matrix $\lambda_{\max } / 2$ and same initial conditions as in $N=64$ case. We perform an appropriate sampling, enough to evaluate various characteristics and their measure, although the amount of runs is less than in the previous case.

To present the distribution form, Fig. 6 shows the histograms centred between the found maximal and minimal


FIG. 4. The log distribution of the found energies (smoothed histograms), centred between the found maximal $\widetilde{E_{\max }}$ and minimal $\widehat{E_{m i n}}$ energy values, obtained after a series of simulations of Eq. 5 on the medium-scale problems. A log scale is chosen to highlight the distribution shape. $\Delta E$ denotes the introduced discretization of the $\left[\widetilde{E_{\text {min }}}, \widetilde{\left.E_{\text {max }}\right]}\right.$ range. There are a few notable regimes, depending on the number of planted patterns $K$ described in the text. $\delta=0.00003$ is a small parameter chosen to shift the onset of the logarithm from the infinitely small values.


FIG. 5. The phase diagram shows the relative measure of the found solutions' energies with respect to the planted spectrum. $\Omega$ presents the set of all found solutions, while each color represents its relative position in the planted spectrum. Different fractions $\left(1 / 16,1 / 8 .\right.$. etc.) are chosen to separate the $\left[E_{\min }, E_{\max }\right]$ range. Here, $\left[E_{\min }, E_{\max }\right]$ are defined as the planted minimal and maximal energies related to the individual patterns, not found ones. The corresponding description of various scenarios depending on the $K$ and the dominated energies can be found in the main text.
energy values. We concentrated on the same indicators as in the previous $N=64$ case. Many patterns appearing, in this case, are similar. For the $K \geq 100$, the dominance of the spurious states results in close to normal distributions (until the saturated regime). However, such a regime occupies a bigger range of $K$. Therefore, we expect the ratio of the $K / N$ for the starting value of the corresponding regime to be lower with the increase in $N$. For small $K \lesssim 25$, there are well separated planted patterns with their mirror copies and spurious states. After $K \gtrsim 25$, there are mostly cluster and multimodal distributions of minima, which slowly transform close to normal distribution.

Figure 7 presents the measure of the found solutions' energies with respect to the planted spectrum. In the region $20<K<100$, most of the obtained energies are localized below the energies mean (red colour), except for some particular regions, and the distributions are more diverse than in the $N=64$ case. For the higher value of $K>100$, one can use good approximations for the Gaussian distributions with $\mathbb{E}[E] \approx E_{\min }+\Delta E \cdot 2^{-1-K / 200}$. Choosing $500<K<800$ for constructing the matrix instance will possess a problem of reasonable complexity. A more detailed picture can be found in the Supplementary Material Section.

The asymmetry parameters $\delta w=0.1$ for $N=8$ and $\delta w=0.001$ for $N=64$ and $N=1024$ were picked intentionally


FIG. 6. The log distribution of the found energies (smoothed histograms), centred between the found maximal $\widetilde{E_{\max }}$ and minimal $\widehat{E_{m i n}}$ energy values, obtained after a series of simulations of Eq. 5 on the large-scale problems. A log scale is chosen to highlight the distribution form better. $\Delta E$ denotes the discretization of the $\left[\widetilde{E_{\min }}, \widetilde{E_{\max }}\right]$ range. There are a few notable regimes, depending on the number of planted patterns $K$ described in the text and the simulation details. Red marks denote the range of the planted spectrum. The right half of the diagram is compressed $\approx 9$ times because of the dominated Gaussian-like distributions. $\delta=0.00003$ is a small parameter chosen to shift the onset of the logarithm from the infinitely small values.


FIG. 7. The phase diagram shows the measure of the found solutions' energies with respect to the planted spectrum. $\Omega$ presents the set of all found solutions, while each color represents its relative position in the planted spectrum. Different fractions ( $1 / 16,1 / 8$.. etc.) are chosen to separate the $\left[E_{\min }, E_{\max }\right]$ range. The corresponding description of various scenarios depending on the $K$ and the dominated energies can be found in the main text. The region of $K>100$ can be used as a statistical test due to the localisation of the found solutions.
small not to affect the basins of attraction. However, this choice leads to a slight numerical difference between found solutions, and one must be careful to differentiate them properly. The choice of the projection strength equals half of the maximal eigenvalue $\alpha=\lambda_{\max } / 2$ allows one to have a reasonable convergence as well as to obtain a sample of the close to the optimal solutions with the empirical evidence (see the left picture in Fig. S3). However, the projection strength significantly affects the form of the distribution; see the additional plots in the Supplementary Material section.

## V. DISCUSSION AND CONCLUSIONS

We introduced universal, easy-to-reproduce generative models for the QUBO instances to differentiate the performance of the hardware/solvers. One can use different aspects of such benchmarks. By tuning the complexity, it is
possible to determine the performance of the algorithm/hardware on the given instance. Different methods can be compared and contrasted by their probability of reaching the ground state or particular energy interval of sub-optimal solutions. One can also measure the output energy distributions and compare them with the obtained by current numerics. The precise correspondence or mismatch between found energies is an indicator of the difference in methods descriptions or physical principles of unconventional computing. In summary, one can use the whole model, its particular instances or some reproduced patterns with various parameters to compare the hardware performance. We investigated small, medium and large-scale problems and their properties. The described approach is easy to implement and can be successfully applied to benchmark classical and quantum devices. Moreover, our method establishes a prospective platform to characterize the performance of the hardware devices' physical processes and algorithms for novel computing machines.

Compared to the conventional random matrix ensembles, which are also widely used to perform the optimization, our model has many more local minima and offers higher complexity in finding the optimal or sub-optimal solution (assuming the the method does not incorporate any prior information about the model). Another advantage is the classification of possible states and trajectories, which is statistically hard to describe for the fully random instances.

The presented approach lies at the intersection of many fields, such as tensor factorization (since Eq. (2) is essentially rank decomposition of a matrix) [66] or statistical physics and dynamics of complex systems [44, not to mention that Eq. (5) (and its modifications) is the Hopfield equations 41, 60, the simplest form of the NN.

## VI. SUPPLEMENTARY MATERIAL

This Section contains supplementary information and additional numerical results. We present the calculations on different scales and with the different classes of dynamical equations according to our classification, which is presented below, ranging from the simple Hopfield NN to the complicated dynamics with higher derivatives and annealing schedules. Class II equations differ from the previous class by the presence of time dependence in its coefficients:

$$
\begin{equation*}
\frac{d x_{i}}{d t}=-\alpha(t) x_{i}+\beta(t) \sum_{j} J_{i j} \varphi\left(x_{j}\right) . \tag{7}
\end{equation*}
$$

The class III equations have the following form:

$$
\begin{equation*}
\frac{d^{2} x_{i}}{d t^{2}}=\gamma(t) \frac{d x_{i}}{d t}-\alpha(t) x_{i}+\beta(t) \sum_{j} J_{i j} \varphi\left(x_{j}\right), \tag{8}
\end{equation*}
$$

and are governed by second-order partial differential equations with time-dependent coefficients, which is the special case of the coupled microelectromechanical systems (MEMs) equations 67. Similar equations describe bifurcation machines 68-70]:

$$
\begin{equation*}
\frac{d^{2} x_{i}}{d t^{2}}=-\Delta(\Delta-p) x+\Delta \xi_{0} \sum_{j} J_{i j} \varphi\left(x_{j}\right) \tag{9}
\end{equation*}
$$

where $\Delta$ is the positive detuning frequency between the oscillator and pumping frequency, $p$ is the external pumping parametrization and $\xi_{0}$ is a positive constant with the dimension of frequency from the original model 68]. The clear analogy between different parametrization of Eq. (9) and Eq. (8) is following $\alpha=\Delta(\Delta-p)$ and $\beta=\Delta \xi_{0}$ (with $\gamma=0$ ). However, all the equations describing various dynamical rules have many connections, with possible transformations between each other 69, 65].

Although for the class I algorithm SR depends only on $\alpha / \beta$ (or just $\alpha$, assuming $\beta=1$ ), we plot an additional axis $\beta$ to ensure no numerical mistake. Thus SR is constant across any linear ratio $\alpha / \beta$, see Fig. S1 and Fig. S2.

Additional numerical results include left and middle plots in Fig. S3 that shows the gain in the SR by a transition to more complicated dynamics of Eq. (9). The right plot in Fig. S3 shows the dynamics of Eq. (5) algorithm on the average instance of a symmetric random matrix of size $N=50$, which typically does not have a region with the $\mathrm{SR}=1$. This diagram can guide the choice of optimal projection strength $\alpha$.

Fig. 54 shows the change in the SR diagrams for Eq. (8) algorithm on the (c) matrix depending on the choice of the threshold argument value.


FIG. S1. Success rate (SR) of finding the global minimum of the low-scale QUBO models. SR depends only on the ratio of $\alpha / \beta$, where $\beta$ is the prefactor before the coupling coefficients $J_{i j}$ in Eq. (5). Matrix (a) with distances $(1,3,4)$ has the region with $\mathrm{SR}=1$ for higher projection strengths. For matrix (b) $(4,3,3)$ higher $\alpha$ results in the projection that always leads to a suboptimal solution. Matrix (c) $(3,3,4)$ with $d w=0.1$ leads to the most challenging instance manifested by the lack of region with $\mathrm{SR}=1$. Overlap of the planted patterns significantly influences SR , which is why the (c) instance allows one to hide the ground state, which does not coincide with the maximal eigenvector. The details of the numerical integration of the dynamical equations do not affect SR. The nature of speckles depends on the finite amount of samples for the averaging procedure and should disappear if averaging over many simulations is made.


FIG. S2. Success rate (SR) of finding the global minimum of the low-scale QUBO models. Matrix ( $\mathrm{b}^{*}$ ) with distances $(2,4,2)$ and $d w_{b^{*}}=0.3$ has the region with $\mathrm{SR}=1$ with very sharp bounds. For matrix ( d$)(4,4,2)$ and $d w=0.1$, there is no region with $\mathrm{SR}=1$, despite the probability of reaching the ground state being relatively high. Matrix ( f ) $(4,4,4,4)$ with $d w=0.1$ leads to a different SR diagram compared to other cases, as it lacks a region where $\mathrm{SR}=0$. The details of the numerical integration of the dynamical equations do not affect SR.


FIG. S3. Left and middle: success rate (SR) of finding the global minimum of the QUBO with the (c) coupling matrix using Eq. (9) with $\varphi\left(x_{j}\right)=\operatorname{sign}\left(x_{j}\right)$ and derivative $d x_{j} / d t$ existing for the argument $x_{j}$ only in the $[-1,1]$ region. Numerical integration was performed with $N_{t}=1000$ timesteps of $d t=0.1$ using the Euler scheme and parameter annealing in the form $p=\min \left(2 t / N_{t}, 2\right)$. The right plot shows the performance of Eq. (5) on the average instance of the symmetric random matrix of size $N=50$.




FIG. S4. Success rate (SR) of finding the global minimum of the QUBO with the (c) coupling matrix using Eq. (9) with $\varphi\left(x_{j}\right)=\operatorname{sign}\left(x_{j}\right)$ and derivative $d x_{j} / d t$ existing for the argument $x_{j}$ only in the $[-1,1]$ region. Numerical integration was performed with $N_{t}=1000$ timesteps of $d t=0.1$ using the Euler scheme and parameter annealing in the form $p=\min \left(2 t / N_{t}, 2\right)$. The window serves as the threshold parameter (default value $=1$ ), scaling the region where the derivative $d x_{j} / d t$ is considered to exist.


FIG. S5. Phase diagram of solutions' energies with respect to the planted spectrum showing individual energies up to the 30 patterns for the $N=64$. For initial conditions, we use vectors with the coordinates being independent random variables uniformly distributed in the interval $x_{i} \in[-a, a]$, with small enough $a=0.5 . \alpha=\lambda_{\max } / 2$

Figs. S 5 and $\mathrm{S6}$ focus on a more detailed picture of the results, presented in the main text, providing additional information about the measure of the particular solutions found.

Fig. S7 shows an additional instance of the calculations, i.e. energy histograms for $K=26$ out of the $N=64$ for $\alpha=\lambda_{\text {max }}$, demonstrating the multimodal distribution which is the result of the interplay between GD-dynamics and discrete projection.

Additional plots in Figs. S8, S9, S10, S11 present the numerical simulation results to show the influence of both the projection strength $\alpha$ and number of the planted patterns $K$ on the form of the obtained distributions.


FIG. S6. Phase diagram of the solutions' energies with respect to the planted spectrum with the higher discretization up to the 140 patterns for the $N=1024$.


FIG. S7. Energy histograms of solutions of Eq. (5) for $K=26$ out of the $N=64$ for $\alpha=\lambda_{\max }$, demonstrating the multimodal distribution, which is the result of the interplay between GD-dynamics and discrete projection. We informally separate the distribution into the four clusters, characterized by the overall measure $N_{i} / N$ and the average Hamming distance between solutions inside a cluster $\left\langle d_{i} *\right\rangle$. Red lines denote the planted energies.


FIG. S8. Final energy distribution obtained by the numerical integration of Eq. (5) with $K=28$ out of $N=64$ planted patterns for various $\alpha$ with the final projection on binary states. Left: $\alpha=\vec{\lambda}_{\max } / 2$. Middle: $\alpha=\lambda_{\max }$. Right: $\alpha=4 \lambda_{\text {max }}$.


FIG. S9. Final energy distribution obtained by the numerical integration of Eq. (5) with $K=28$ out of $N=1024$ planted patterns for various $\alpha$ with the final projection on binary states.. Left: $\alpha=\lambda_{\max } / 2$. Middle: $\alpha=0.8 \lambda_{\max }$. Right: $\alpha=\lambda_{\text {max }}$.


FIG. S10. Final energy distribution obtained by the numerical integration of Eq. (5) with $K=500$ out of $N=1024$ planted patterns for various $\alpha$ with the final projection on binary states. Left: $\alpha=\lambda_{\max } / 2$. Middle: $\alpha=\lambda_{\max }$. Right: $\alpha=1.2 \lambda_{\max }$.


FIG. S11. Final energy distribution obtained by the numerical integration of Eq. (5) with $K=1024$ out of $N=1024$ planted patterns for various $\alpha$ with the final projection on binary states. Left: $\alpha=\lambda_{\max } / 2$. Middle: $\alpha=0.8 \lambda_{\max }$. Right: $\alpha=1.5 \lambda_{\max }$.




FIG. S12. Final energy distribution obtained by the numerical integration of Eq. (5) with $\alpha=\lambda_{\max } / 2$ and $N=1024$ for a various number of the planted patterns $K$ with the final projection on binary states. Left: $K=50$. Middle: $K=100$. Right: $K=800$.
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